Chapter 3

Application Monitors

AppMetrics utilizes application monitors to organize data collection and analysis per application
server. An application monitor is defined on the AppMetrics manager computer and collects data
from an AppMetrics agent running on a remote computer or optionally the local computer. An
agent will collect COM+ instrumentation events and Windows performance data from specified
COM+ and .NET serviced component applications and send that data to its associated monitor
for processing and analysis.

Depending on the type of monitor selected, an application monitor can provide detailed or
aggregated performance data along with real time alerts based upon application performance and
user selected thresholds. Alerts can be generated as Windows event log entries, SNMP traps, or
email/pager messages using SMTP. They can also be used to trigger Windows Script
Components in order to recycle or shutdown problem applications.

Two crucial functions provided by AppMetrics are production and diagnostics monitoring. Each
type of monitoring has unique advantages and limitations. Production monitors are used to
observe and record the health of an application in an operational environment. They are designed
to place minimal load on the application server allowing for 24 hour monitoring of critical
applications. If a production monitor detects problems with a specific component or transaction, a
diagnostics monitor can then be used to generate more in-depth information about the
component or transaction in question down to the component and method-call level. A
diagnostics monitor will however place a higher load on the application server, thus should only
be used when tracking down a specific problem detected by a production monitor.

This chapter will cover the core application monitor concepts: application monitor management,
configuration, and use; agent management and configuration; the use of AppMetrics Console
instances to manage AppMetrics monitors and agents on remote computers.
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Remote Data Collection

Remote Data Collection enables AppMetrics to monitor applications while using a minimum
amount of system overhead. It achieves this by performing only what is necessary on the
application server while performing the more system-intensive tasks on the AppMetrics manager
computer. Figure 3-1 illustrates the remote-collection model.

7~ Application Server ™. " AppMetrics Manager Machine "

COM+ AppMetrics AppMetrics AppMetrics
Application Agent Monitor Manager

Figure 31  Remote Collection Model

In the remote-collection model an AppMetrics Agent runs on the application server and performs
the following tasks:

1 Collects instrumentation data on the monitored COM+ application(s)

1 Reports this data to the associated AppMetrics Monitor running on the AppMetrics manager
computer

As COM+ relays instrumentation data to the agent by way of event s, the agentbds
application computer is event driven and kept to a minimum, freeing up system resources that an
administrator can devote to running and managing production applications on the server.

In turn, the AppMetrics Monitor collects, analyzes, logs, and reports the application data. As the
monitor performs all this on a separate computer from the application server, AppMetrics
performs a minimum amount of its work on the application computer while performing the bulk of
its work on the manager computer.

Relationship between a Monitor and Agent

A one-to-one relationship exists between a monitor and an agent. This means that a monitor
collects data from only one agent, and in turn, that agent sends data to only one monitor.

However, as many monitors as necessary can be created on the manager computer to monitor
the various COM+ applications throughout your network. Likewise, you can create as many
agents as needed on the application server as long as each agent reports to its own monitor.

Monitors, Agents, and Operating Systems

AppMetrics agents may be run on Windows 2000 Advanced Server, Windows Server 2003,
Windows Server 2003 R2, Windows Server 2008, and Windows Server 2008 R2. AppMetrics
monitors can run on any of the above server operating systems in addition to the workstation
operating systems, Windows XP Professional, Windows Vista, and Windows 7.

Both 32-bit and 64-bit versions of the operating systems are supported.
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Application Monitor Types

AppMetrics implements two Application Monitor Types:
1 COM+ Production Monitor
1 COM+ Diagnostics Monitor

The COM+ Production Monitor is designed for the monitoring of applications running in actual
production environments, as the name implies. It uses minimal resources on the application
server and fewer resources on the AppMetrics manager. Production monitors display process
information (such as CPU, Memory, Threads, etc) for each monitored application. Runtime
screens display COM+ metrics related to Transactions (root method or component depending on
the Transactional Detail Levels setting) , and Components.

Process, transaction, and component thresholds may be set and configured in order to notify
operations staff of abnormal conditions. Notifications can be delivered via the Windows Event
Log, SMTP, SNMP, or Windows Script Components.

Additionally, Microsoft System Center Operations Manager can be used to monitor the health
of the COM+ applications monitored by AppMetrics. The AppMetrics SCOM management pack
will gather AppMetrics notifications delivered to the Windows Event Log and present them as
SCOM alerts.

The COM+ Diagnostics Monitor should be chosen when maximum detail is required. If the
application under investigation has problems that otherwise eludes standard analysis, the
diagnostics monitor provides a user an opportunity to record time-correlated data about the
application. A diagnostics monitor can generate large, detailed data files. These data sets
enable the user (with the aid of AppMetrics Reports or third-party reporting software) to review
the state of the system at any point during the mon
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AppMetrics Console

The AppMetrics Console is used to create and manage application monitors and agents. It is
i mpl emented as a Microssnhpi nManagement Consol e i

To open the AppMetrics Console:

1. Log into Windows with an account that has been added to the AppMetrics Administrators local
group on the computers that you plan to access through the console.

2. From the Start menu, click Programs - Xtremesoft - AppMetrics for Transactions -
AppMetrics for Transactions.

"i'fn AppMetrics - [Console Root' AppMetrics Console]

“8) Fle Action View Window Help | =181 x|
= | BE&FRDR 2 E
D Console Root | Mame I Description |
& % AppMetrics Console F¥ Running on Local Running on Local
P2 Running on Local 2 Documentation Open For Help
@ Documentation Application Monitors Application Monitors defined on this Manager
=-{#] Application Monitors B 1con Key TconKey
#-{¥] Icon Key
< |»]

Figure 32 AppMetrics Console

Note: If starting the console for the first time on a computer where AppMetrics was installed
with the Reports and Console setup type, the user will be prompted to specify the
AppMetrics Manager server name. Enter the name of the manager computer and click
OK.

Each instance of an AppMetrics Console may manage one or more monitors running on an
AppMetrics Manager computer. The AppMetrics Console connects to the local server by default.
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Connecting to a Remote Manager or Agent Computer

To connect to a remote AppMetrics Manager or Agent computer, follow the steps below:
1. Right-click the AppMetrics Console node in the navigation tree.

2. Select Properties from the pop-up menu.

The AppMetrics Console Properties dialog is used to enter the server name of the
AppMetrics Manager or Agent computer.

AppMetrics Console Properties 2]
AppMetrics Manager Server |
Server Name : ||
ok [ Cancel | gy |

Figure 33 AppMetrics Console Properties Dialog
3. Enter the server name of the desired AppMetrics Manager or Agent computer.

The user may optionally add additional AppMetrics Console instances in the MMC to manage
AppMetrics agents running on remote servers. See Multiple AppMetrics Console Instances on

Page 3-68 for more information.
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Managing Application Monitors and Agents

Creating Application Monitors

1. Inthe left-pane navigation tree under Console Root -

Application Monitors folder and navigate to the New -

AppMetrics Console, right click the
Application Monitor menu item.

ation Monito = =] B
@ Fle Acon View Window Help | =181
o A2 ol NEAN 7 Bs
[:] Console Root Name I Description
=2 ﬁ AppMetrics Console X o
B Running on Local There are no items to show in this view.
Documentation
® Icon Key New » Application Monitor k
View »
New Window from Here
Export List...
Help

Figure 34 Creaing an ApplicationMonitor

2. The Create New Monitor dialog allows the user to choose between the two different monitor

types. In the example below, the COM+ Production Monitor type is selected.

Create New Monitor

[ 21X
Choose Monitor Type |
COM+ Diagnostics Monitar
COM+ Production Monitor
oK | Cancel |

Figure 35 Create New Monitor Dialog

3. Select the desired monitor type and then hit OK.
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4. The Monitor Properties dialog is used to enter the name, description, and start option for the
monitor. In the example below, a monitor name of Sample Production Monitor is given.

Monitor Properties | 2] x|

Monitor Properties I

Name : ISample Production Monitor

Description: ||

Start Option : lManuaI ;J

Template : |CDM+ Praduction Monitor

Process 1D : I

V¥ Save Application fetrics

ok | o ]

Figure 36 Monitor PropertiesDialog

5. Enter the monitor name in the Name field using only alphanumeric characters and optionally,
a separating space between words. Names already in use by other monitors are not
accepted.

6. (Optional) Enter a description for the monitor in the Description field.

7. Select the desired Start Option. The Manual setting (default) will start the monitor when the
AppMetrics Console starts. The Automatic setting starts the monitor when the AppMetrics
service is started.

8. Click OK.

Note:

When creating a production monitor, the Save Application Metrics checkbox will be
checked and disabled upon monitor creation. The checkbox is enabled on subsequent
invocation of the Monitor Properties dialog. The dialog is accessible by right-clicking the
Monitor node, then selecting Properties. When creating a diagnostic monitor, the Save
Application Metrics checkbox will not be present.

Please refer to Production Monitor Shutdown Option on page 3-57 for more information on
this feature.
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Once the new monitor is added to the console it is listed under the Application Monitors folder
as shown in Figure 3-7.

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors]

i@ Fle Acton View Window Help

=lo1
ke A =3l 2 e
(L] Console Root Name | Description
= * AppMetrics Console iSample Production Monitor
!! Running on Local
@ Documentation

= Application Monitors

I Sample Production Monitor
Icon Key

<

Figure 37 New ApplicationMonitor

Before a new monitor can collect metrics an agent must first be added to the monitor.

The following page describes how the AppMetrics Console is used to create an agent on a
selected application server from which the new monitor will collect application metrics.
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Adding an Agent to a Monitor

After creating a monitor an agent will need to be added to it in order to collect instrumentation
data from the desired server.

Note:

1 Perform this procedure from the AppMetrics Manager computer (locally or remotely).
1 Ensure that the AppMetrics Agent software is properly installed and configured on the

application server which is to be monitored. Please refer to the AppMetrics Installation
Guide for more details.

1 You must be logged into the AppMetrics Manager computer with a Windows account
which resides in the AppMetrics Administrators group on both the manager and agent
computers . Failure to do so will result in fAAccess

To add an agent to a monitor:
1. Under the Applications Monitors folder, expand the monitor.

2. Right-click the Agents node and navigate to the New - Agent menu item.

= AppMetrics - [Console Root\AppMetrics Console \Application Monitors\Sample Production Monitor\Agents]

@@ File Acton View Window Help

&= 2ml= HE

(L] Console Root Name | Description |
= AppMetrics Console
S B¥ Running on Local There are no items to show in this view.

Documentation
= Application Monitors
B . Sample Production Monitor

o

3 |
-'& B
"‘l‘a De  view »
Y Lof  New Window from Here
o N
#§, st{  Exportlist...
Icon Ki
[ con Key Help

Figure 38 Addingan Agent toa Monitor
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3. The Add Agent dialog is used to specify the desired application server on which the agent
will be created (or selected if one already exists). The Browse button must be used to enter

the agent name.

Add Agent

iT_tarver Name
Cancel I

Agent Name

I Browse... |

Figure 39 Add AgentDialog

4. Inthe Server Name field, type the name of the desired application server to monitor.

Click the Browse button.

6. The Browse Agents dialog will display a list of any unused agents of the correct type which
already exist on the server.

Note: This would occur if agents had previously been created on the server but were not
manually deleted after the associated monitor was removed.

Server W2KEVM1

C |
Agents: ﬂl

Figure 310 Browse Agents Dialog

At this point, you can do one of the following:

1 Choose an agent from the list of available Agents on the specified server that are
present but are not connected to another monitor. To choose one of these agents,
click it in the list, then skip to step 13.

OR

1 Create a new agent if no other agents are available. To do so, proceed with the next
step.

7. Click the New button.

3-10
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8. The Create New Agent dialog is used to specify the name, description, and start option for
the agent. In the example below, an agent name of Prod Agent has been entered.

Server: XSDEV02
Agent Name IF’md Agent Cancel |
Template ICDM+ Production Agent ;]

Description I

Start Option I Manual LI

Figure 311 Create New Agent Dialog

9. Enter a name in Agent Name field to identify the new agent.

10. (Optional) Enter a description for the agent in the Description field.

11. Select the desired Start Option. The Manual setting (default) will cause the agent to start
when its associated monitor starts. The Automatic setting starts the agent when the
AppMetrics service is started on the application server.

12. When done, click OK. This returns you to the Browse Agents dialog.

Note: AppMetrics chooses the Template for the agent based on the monitor type.

13. In the Browse Agents dialog, click OK. This returns you to the Add Agent dialog.
14. Click OK in the Add Agent dialog.

Once the agent is created i t

is added to the consol Aggemssmate.|l i st ed

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor\Agents]

| e
G FEle Acton View Window Help

&9 zml=zHE

(L Console Root
B '@ AppMetrics Console
ﬂ. Running on Local
Documentation
= Application Monitors
®= - Sample Diagnostics Monitor
= W sample Production Monitor
=] "\E, Agents
@ IS XSDEV02\Prod Agent
#$, Benchmarks and Thresholds
<§) Detail
#§, Logging Options
#'§) Notification
7§, Status
# Icon Key

Name l Description I
IM xsDEV02\Prod Agent

Figure 312 New AgentAdded to Monitor
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The new agent will be also displayed under the AppMetrics Agents folder on an AppMetrics
Console connected to the application server.

Note: The AppMetrics Console connected to the application server may need to be refreshed in
order to view a new agent added from another computer. You can refresh the view by
right-clicking the AppMetrics Console node and selecting Refresh in the popup menu.

= AppMetrics - [Console Root\AppMetrics Console\AppMetrics Agents]

i@ Fle Acton View Window Help

s 2= HE
(L] Console Root Name | Description
= <& AppMetrics Console T prod Agent

!!, Running on XSDEV02
@ Documentation

= AppMetrics Agents
I Prod Agent

# Icon Key

[

Figure 313 New Agent Displayed on Application Server
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Configuring an Agent

Once an agent has been added to the new monitor it will need to be configured by selecting

which applications to monitor on that server. The COM+ Applications Configuration View is

accessible by clicking the COM+ Applicatonsnode | ocated wunder a monitord
node (Figure 3-14).

COM+ Applications Configuration View

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor\Agents\XSDEV02\Prod Agen... [Hj[=] '

E File Acton View Window Help ’Ail.i]

¢ | %@ EE
(L] Console Root
=) ﬂ AppMetrics Console ' Al Server Applications
F¥ Running on Local " Select Application from list:
Documentation
= [ Application Monitors
= - Sample Diagnostics Monitor
B #%, Agents Ex
= [® XsDEV02\Diag Agent [ COM+ OC Dead L
-'§ Component Filter Setup [E] COM+ Utilitie
%, Logging Options
<%, Status
= W sample Production Monitor
Bl &%, Agents
= | XSDEV02\Prod Agent
#'§, Benchmarks and Thresholds Check application status |_5 seconds
<%, Detail
#§, Logging Options - =
-g Notification Apply Cancel I
d%§, Status
@ [ IconKey

I
Figure 314 COM+ Applications Configuration View

By default all installed server applications are monitored. This view enables users to choose
which server applications to monitor by selecting the Select Applications from list radio button
and then selecting the desired applications to monitor.

AppMetrics will only list server applications In the COM+ Applications Configuration View.
Library applications may also be monitored if they run within the context of a monitored server
application.

The interval for updating the application status is 5 seconds by default, and may be modified by
changing the value in the Check application status field. This setting affects the Applications
Runtime View refresh rate and differs from the production monitor sampling interval, which is
configurable in the Setup Configuration View (see Figure 3-31).

Note: If the same name is used by more than one application on the computer, AppMetrics will
not display these additional applications in this view.
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Starting a Monitor and Agent

After configuring the monitor and agent they can be started by right clicking the monitor node and
selecting Start Monitor in the popup menu.

An agent should always be started by starting its monitor and not by starting it directly from an
AppMetrics Console running on the application server.

Once the monitor and agent are started the agent will begin collecting application data and send it
to the monitor. The monitor will process the incoming data from the agent and periodically upload
it to the SQL database.

Stopping a Monitor and Agent

A monitor and its agent can be stopped by right-clicking the monitor node and then selecting
Stop Monitor from the popup menu.

An agent should normally only be stopped by stopping the monitor. If stopped directly from the
agent node displayed on an AppMetrics Console running on the application server, unpredictable
results may occur. In the event of a agent or monitor crash however, it may be necessary to stop
the agent directly. To do so, use AppMetrics Console to connect to the application server, then
right-click the agent node and select Stop Agent in the popup menu.

Deleting a Monitor

To delete a monitor, right-click on the monitor node then select Delete from the popup menu.

When a monitor is deleted all related transaction and component data is removed. Associated log
files, folders, and database files are deleted.

Before deleting a monitor the user should first backup any desired data files for future analysis.
This can be done by detaching the database and copying the database files to a safe location.

The agent is removed from the monitor automatically if not yet removed, but the agent itself will
still need to be manually deleted from the agent computer (application server).

Removing an Agent from a Monitor

Before an agent can be deleted it must first be removed from any monitor it may be associated to.

Deleting a monitor will automatically remove the association between the monitor and agent, but
can be done manually if desired. Removing the agent from a monitor does not delete the agent
itself; it merely disconnects the agent from the monitor. As a result, the agent may be reused for a
different monitor.

To remove an agent from a monitor, right-click the agent nodeunder t h e Agerd folder
and select Remove Agent from the popup menu.

Deleting an Agent

An agent can be deleted through the AppMetrics Console on the agent computer or from any
other computer with the AppMetrics Console installed if the console is able to remotely connect to
the agent computer.

To delete an agent from the agent computer, right-click the agent node and select Delete Agent
form the popup menu.

3-14
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Using and Configuring Application Monitors

Monitor runtime views are available when a running monitor is selected in the left pane navigation
tree. Configuration views are visible when one of the items under the monitor node is selected,
but can only be modified when the monitor is stopped.

Right-clickingon a mo ni twvallrcduse arpa@pm@ menu to appear. Clicking on the Start
Monitor item starts the monitor. The monitor icon changes appearance to indicate the monitor is
in an active state and collecting metrics.

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor]

& Fle Acton Vew Window Help [-|e|5_|
e %mE
(L] Console Root
& 9 AppMetrics Console All Transactions | Transactions | Components | In Call| Log File |
F¥ Running on Local
& Documentation Name [cPU [Mem [Witual Bytes| Fault | Thread [4ctive| Start [Stop [Crash [«
= {8 Applcation Monitors NET Utilties o0 00 0 N 0 0 0
® ﬂ Sample Diagnostics Monitor AlphaGroup Server 0 B960 38520000 0 1 Y 1 1] 0
g H Sample Production Monitor BetalGroup Server 1 7046 38680000 10 1 % 1 1] 0
B %% Agents ChiGiroup Server 0 696 3810000 0 11 Y 1 0 0
<%, Benchmarks and Thresholds COM+ Explorer ) 0 0 o0 o N 0 D 0
45, Detai COM+ QC Dead Letter Queue Listener 0 0 0 0 0 N 0 0 0
4%, Logging Options COM+ Utilities 0 0 0 0 0 N 0 0 0
<3, Notification DeltaGroup Server 0 7013 38700000 0 1 e 1 0 0
'.§1 Status EpsilonGroup Server 0 7030 38610000 0 1 Y 1 0 0
& [ IconKey EtaGroup Server 0 7214 41670000 i} 23 Y 1 0 0
FiStocks 2000 Core 0 0 0 0 0 N 0 0 0
FiStocks 2000 Events 0 0 0 0 0 N 0 0 0
FiStocks 2000 Office Extensions 0 0 0 0 0 N 0 0 0
FrStocks 2000 Store Order Processing 0 0 0 0 0 N 0 0 0
FrStocks 2000 Store Shopping Cart 0 0 0 0 1] N 0 0 0
GammaGroup Server 0 7050 38730000 i} 1 Y 1 0 0

Figure 315 Monitor RunTime Views
Monitors are stopped by right clicking on the monitor node and selecting Stop Monitor. Once
stopped, the monitor icon will change back to its inactive state.

The following sections on COM+ Production Monitors and COM+ Diagnostics Monitors
describe the runtime and configuration views for each.
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COM+ Production Monitors

Production monitors may be used to observe, measure, and record the day-to-day health of deployed
applications. The monitors collect and display metrics that are uploaded to a SQL Server database.
These metrics represenpo aiggfrergmd teido m r ade goduthneata
recorded in diagnostics monitors.

Both production and diagnostics monitors contain an Applications Runtime View which display
process information related to the list of monitored applications.

Performance threshold monitoring can be used to trigger alerts. These thresholds may be configured
through use of the Benchmarks and Thresholds View. On the runtime views, metrics which exceed
designated thresholds are signaled by changing the color of the corresponding data field.

AppMetrics production monitors can also be configured to send notifications when any defined
thresholds are exceeded. Notifications may be sent in a number of ways, such as invoking a
Windows component script, sending email messages to specific individuals, firing SNMP traps to alert
via enterprise management tools, or logging entries to the Windows Event Log which can
concurrently be monitored by tools such as Microsoft Systems Center Operations Manager.
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Production Monitor Runtime Views

Applications Runtime View

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor]

& FEle Acton View Window Help l-lﬁ‘ll]
e %m Hm
(L] Console Root
= S AppMetrics Console All Transactions I Transactions I Components I In Call | Log File I
F¥ Running on Local -
@ Docimentatic Name |CPU [Mem [Wirtual Bytes| Fault | Thread [ Active[Start [Stop [Crash [ 4]
a Application Monitors NET Utilities 0 0 0 0 N 0 0 0
= H Sample Diagnostics Monitor AlphaGroup Server 0 B960 38520000 0 1 Y 1 0 0
= ¥ Sample Production Monitor BetaGroup Server 1 7046 38680000 10 1 Y 1 1] 0
B 7% Agents ChiGiroup Server 0 696 38510000 0 11 Y 1 0 0
#'$, Benchmarks and Thresholds COM+ Esplorer 0 0 o0 0 N o0 0
45, Detai COM+ OC Dead Letter Queue Listener 0 0 0 0 0 N 0 0 0
45, Logging Options COM+ Utilities ] 0 0 0 0 N 0 0 0
45, Notification DeltaGroup Server 0 7019 38700000 0 1 Y, 1 0 0
;i Status EpsilonGroup Server 0 7030 38610000 1] 1 Y 1 1] 0
Icon Key EtaGroup Server 0 7214 41670000 0 23 i 1 0 0
Ft4Stocks 2000 Core 0 0 0 0 0 N 0 0 0
FtStacks 2000 Events 1] 0 0 0 0 N 0 0 0
Ft4Stocks 2000 Office Extensions 0 0 0 1} 0 N 0 0 0
FhStocks 2000 Store Order Processing 1] 0 0 1] 0 N 0 0 0
FhStocks 2000 Store Shopping Cart 1] 0 0 1} 0 N 0 0 0
GammaGroup Server 0 7050 38730000 0 1 Y 1 1] 0
[ J

Figure 316 ApplicationsRuntimeView

When a production monitor node is selected, the Applications runtime view displays a list of
COM+ applications currently being monitored along with process metrics and operational status
for each. The metrics are updated every 60 seconds by default and can be sorted by clicking a
column heading in the list.

317



[j

NBYSaz2FaG ! LIJaSGiNrROa ! aSNRa

DdzA RS

All Transactions Runtime View

The All Transactions, Transactions, and Components views share common features. Each of
them report metrics related to the current interval and those collected in the previous interval:
Metrics for the most recent monitor interval are presented in the area labeled This Session, and

metrics from the previous interval are presented in the area labeled Last Interval.

Metrics with configured thresholds display green, yellow, or red backgrounds based on their value
with respect to their designated threshold settings.

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor]

@ Fle Acton View Window Help

e M2 ol ? Nos

(L] Console Root
=) “ AppMetrics Console
F¥ Running on Local
Documentation
= Application Monitors
= ¥ sample Diagnostics Monitor
[ ¥§, Agents
Component Filter Setup
¥, Logging Options
2§, Status
= ¥ sample Production Monitor
B &%, Agents
= ¥ XSDEV02\Prod Agent
Benchmarks and Thresholds
Detail
Logging Options
Notification
2§, Status
# Icon Key

@ .L;'.(;'.(;'n

Transactions Componentsl In Calll Log FiIeI

i~ This Session

Current | 0 Minimum

| 1] Mazimum | 1

i~ Last Interval

—Active

Begin | 0
Minimum [—IJ'
M aximum l 1

sated
Completed [~ 34
sroted D

Rate (per second)

Started [ o5
Completed [ o057
Aborted [ oo

Figure 317 All Transactions Runtime View

The All Transactions Runtime View displays summary metrics from all transactions detected for
all monitored applications configured for the current monitor.
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Transactions Runtime View

The Transactions Runtime View displays metrics related to specific user transactions,
selectable from a drop down list.

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor]

& Fie

&= |

(2] Console Root

= ¥ AppMetrics Console
B Running on Local

Documentation
= [ Application Monitors

Action View Window Help

Applications] All Transactions  Transactions Companentsl In CaIII Log FiIeI

= ¥ sample Diagnostics Monitor i This Session
&) -\:, Agents RS 5
38 CoroareE Sehi Current 0 Minmum | il Maimum [T 1
'f:/ Logging Options i Last Interval
d§, Status
= [ sample Production Monitor ~ Active — Duration [ms] with Agg DTC Duration [ms)
B <%, Agents Begin I ] Average S T ]
= ¥ XSDEV02\Prod Agent 50 5
B2 M e M %l o
s%; Benchmarks and Thresholds nimm 0 i 6 0
¢S, Detail Maximum I 1 Maximum I B 0
<5, Logging Options
-'§, Notification —Rate [persecond)
“Y) Status Started 1 Started | 0.0z
& (@ Ioonkey Completed | 1 Completed | 0.02
Aborted [ Aborted [ om

Figure 318 Transactions Runtime View

Transactional Detail Level Setting

In AppMetrics, user transactions are displayed in the Transactions runtime view
depending on the current setti ng f or TiamsactiomaloDeiail leeveb setting.
Transactional Detail Levels are defined in Table 3-3 on Page 39. Based on this setting,
which is configurable on the Transactional Detail Level Configuration View (Page 37),
the Transactions Runtime View will display data as follows:

Transaction Detail Level

Transactions Runtime View Behavior

Aggregate Only

No data is displayedatawill continue to be collected and displayed on
the All Transactionsuntime viewhowever.

Identify by Component

User transactions are based upon root components detected by th
monitor. Metrics related to those transactions are displayed.

Identify by Conponent and
Method

User transactions are based upon roatethods and components
detected by the monitor. Metrics related to those transactions are
displayed.

Table 31 TransactionaRuntime ViewBehavior

319



GNBYS&az2Fid !'LllaSiNxnOa ! aSNNRa DdzARS

Detail Throttling Attributes

I n additi on tTmnsactioeal DatailnLevel settidgs the Transactions Runtime
View also depends on the Detail Throttling settings on the Transactional Detail Level
Configuration View (Figure 3-32). When detail throttling is enabled, the monitor stops
collecting and displaying data for transactions. For more information, see Detail Throttling
for COM+ Production Monitors on page 3-40.

User Transactions

In AppMetrics, a user transaction starts when a client process makes a call into a
component. In turn, the instance of the called component becomes the root object. All the
work to complete the transaction is performed within the context of this root object.

The root object may make further calls into other components, but when these latter calls
return, the user transaction is not yet complete. The user transaction is complete only when
the initial call returns.

As an illustration, consider a transaction for crediting a bank account. Assume the
application has a component called HAAccoO
called ACredito. The transaction starts
call results in an instance of the Account component. The instance serves as the root
object for the transaction.

When performing the transaction, the root object may make a variety of calls, some of
which may be to other components. For example, the root object may call a method named
AfBal anced to obtain the current bal ance
return, and the initial Credit method on the root object also returns, the transaction is
complete.

User Transactions and DTC Transactions

As a note, user transactions have no relationship to DTC transactions in COM+. A user
transaction may or may not be set as transactional in the DTC. Thus, a user transaction in
AppMetrics is not the same as a DTC transaction.

unt o,
when
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Components Runtime View

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor]

:ﬁ File Acton View Window Help

e 2mHD

(L] Console Root
=] § AppMetrics Console
B3 Running on Local
@ Documentation
= [ Application Monitors
= H Sample Diagnostics Monitor
& -'§, Agents
<%, Component Filter Setup
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Figure 319 Components Runtime iw

The Components Runtime View enables the user to select the metrics to be displayed by
component. The Application drop-down list contains the names of all the server applications
that were selected in the COM+ Applications Configuration View. The Component drop-down
list contains the names of all the components discovered during the prior AppMetrics monitor
session within the selected server application. The Component drop-down may also contain
names of components within library applications if they were called within the context of the

selected server application.
Note: If Component Filtering is set to No Components in the Transactional Detail Level

Configuration View (Figure 3-32), then AppMetrics will not display component metrics.
Additionally, if Detail Throttling is triggered then no data will be available for this view.
For more information, see Detail Throttling for COM+ Production Monitors on Page

3-40.
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In Call Runtime View

The In Call Runtime View shows all active applications, components, and methods in a tree
view. Applications are listed first, and can be expanded to display the component and method

names.

= AppMetrics - [Console Root\AppMetrics Console\Application Monitors\Sample Production Monitor]
@ Fle Acton View Window Help
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This view is useful when searching for stalled applications or components, as the Active
Transactions list at the bottom of the view can be expanded to display the method start time

(Figure 3-21).

Figure 320 In Call Runtime View Applications
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Figure 321

In Call Runtime View Active Transactions

To update the display, click the Refresh button.

Note:

Monitors on Page 3-40.

If detail throttling is in effect, the In Call View will display no data within the Active
Transactions list. For more information, see Detail Throttling for COM+ Production
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Log File Runtime View

The Log File Runtime view displays the directory to which the metrics are currently being logged.
Additionally, this view contains the Upload the AppMetrics Log Files to the Database Now
button which as the name implies, enables users to upload data to the database immediately, and
at the same time direct new data to a different Series folder on demand.

Figure 322 Log File Runtime View

The logging feature in production monitors works much the same way as it does in diagnostics
monitors. Although the log files for these monitors have different formats and contain different
metrics, the operation and user interface in both cases is the same.

The Upload the AppMetrics Log File to the Database Now button is for situations where the
user wishes to diagnose an event that has just occurred in a monitored application. The button
immediately uploads the data to the database so that reports can be run to examine the new
data.

The log file directory pathname is determined from the following data:
1 The data directory specified during the AppMetrics install
1 The monitor name

1 A series number incremented when the Upload the AppMetrics Log Files to the
Database Now button is used

1 A subdirectory name derived from the date and time
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